
 
Muller Example:  
     

The IVP:  
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the existence of solution is assured by the Peano theorem.  
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exists on any neighborhood of the origin except for the origin. However,  
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This shows that ( , )f t x  doesn’t satisfy a Lipschitz condition in any neighborhood of 

the origin. (Why? The details leave for students)  
 

c) Applying Picard iteration with 0 ( ) 0x t ≡ , we have   
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not convergent uniformly to the solution because  
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d) If there exist two solutions 1( )x t  and 2 ( )x t , defined on , where 
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Since ( , )f t x  is not increased on x  by the definition of ( , )f t x , we have 
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done.  
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3) In the domain of , 0t ≤ x−∞ < < ∞  and , 0t > 2t x≤ , the solution is given by 

2

0, 0
( )

, 0
t

x t
t t

≤⎧
= ⎨ >⎩

.                          

 
Remark: This example is famous, imitated by M. Muller in 1923. It shows that 
the conditions that assure the existence and uniqueness of solution is not enough 
to assure the Picard iteration uniformly convergent or, to the solution although 
the continuous and Lipschitz conditions can do since we have many other 
uniqueness condition except for Lipschitz condition.  


